Motion artifacts in optical coherence tomography with frequency-domain ranging
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Abstract: We describe results of theoretical and experimental investigations of artifacts that can arise in spectral-domain optical coherence tomography (SD-OCT) and optical frequency domain imaging (OFDI) as a result of sample or probe beam motion. While SD-OCT and OFDI are based on similar spectral interferometric principles, the specifics of motion effects are quite different because of distinct signal acquisition methods. These results provide an understanding of motion artifacts such as signal fading, spatial distortion and blurring, and emphasize the need for fast image acquisition in biomedical applications.
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1. Introduction

Image artifacts resulting from motion have been important topics of research in nearly all medical imaging modalities because they may degrade image quality and cause inaccurate clinical interpretation of images [1-4]. Artifacts can arise when the object being imaged is moved during data acquisition but is assumed stationary in the image reconstruction process. In each imaging modality, motion artifacts can present in different forms and with different magnitudes. Understanding basic motion effects in a particular imaging method is an essential step toward the development of techniques to avoid or compensate resulting artifacts.

Optical coherence tomography (OCT) is a relatively new imaging modality using light for highly-sensitive imaging of a biological sample with high spatial resolution [5,6]. OCT was originally developed based on low coherence interferometry [7] where the time delay of optical echoes is determined using a low-coherence optical source and a delay-scanning...
interferometer. Optical interferometric imaging methods using frequency domain ranging have recently received considerable interest due to their high image acquisition speed and sensitivity. Two frequency domain methods have been demonstrated to date: spectral-domain optical coherence tomography (SD-OCT) [8-12] and optical frequency domain imaging (OFDI) [13-16]. In SD-OCT, the spectral interference fringe is measured in the spatial domain by means of a diffraction grating and a charge-coupled device (CCD) array. In OFDI, the spectral fringe is mapped to the time domain by use of a frequency-swept light source and is measured with a photodetector as a function of time. Since each data point of the spectral fringe links to the corresponding spatial frequency component of the depth profile of the sample, the axial line of an image (A-line) is obtained by performing a discrete Fourier transform of the acquired data. Since the Fourier transform process involves integration of the entire data set obtained in a single A-line period, the signal-to-noise ratio (SNR) is enhanced relative to time domain ranging [16-21]. This improvement in SNR is particularly advantageous for applications requiring high image acquisition rates such as screening for disease and surveillance of large tissue volumes. It is, however, conceivable that the integration effect enhances the sensitivity to sample motion because the motion-induced change in signal is also integrated over the entire A-line acquisition period.

While both SD-OCT and OFDI are based on the same fundamental principle of optical interferometric imaging, the specifics of motion effects are quite different because of distinct signal acquisition methods. SD-OCT measures the interference signal in a time-integrated manner; however, OFDI obtains the signal as a function of time. In SD-OCT, for instance, a path length change in the interferometer results in phase drift in the interference fringe [18]. If the phase drifts over more than $\pi$ during a single A-line acquisition, the measured amplitude of the interference fringe can be considerably diminished, resulting in a degradation of SNR. A question may also arise whether this fringe washout can occur simply by scanning a probe beam over a stationary sample if the sample has internal structures with spatially varying depths. In biological samples, the mean depth to a particular structure may change by a large number of optical wavelengths between A-lines by beam scanning. In OFDI, the signal modulation frequency is uniquely related to depth in a sample [22,23]. In terms of signal acquisition and processing, OFDI is analogous to conventional magnetic resonance imaging (MRI) [1] in which the spatial position is encoded in the spin rotation frequency by using gradient magnetic fields. Therefore, it is expected that the motion effects in OFDI may be similar to those in MRI.

In this paper, we describe the results of theoretical and experimental investigation on the motion effects in SD-OCT and OFDI. Section 2 concerns SD-OCT, and Section 3 describes OFDI. For each of the imaging methods, we describe a theoretical analysis, experimental verifications, and discussion on the implications of the motion effects in clinical applications. Section 4 summarizes the results.

2. Spectral-Domain Optical Coherence Tomography (SD-OCT)

2.1 Theory

2.1.1 Principle of operation

Figure 1 shows the basic configuration of an SD-OCT system. Broadband light is split into a sample arm and a reference arm that is terminated by a mirror at its distal end. A probe at the end of the sample arm delivers light to a sample and receives the light backscattered from within the sample. The light returned from the two interferometer arms is recombined and directed to a spectrometer consisting of a diffraction grating and a CCD array. Individual pixels of the CCD array measure the optical power as a function of wavenumber, $k = 2\pi/\lambda$ where $\lambda$ is the optical wavelength. A discrete Fourier transform (DFT) of the CCD scan output produces an axial reflectance profile of the sample (A-line). A 2-D tomographic image
is obtained by acquiring multiple A-lines as the probe beam is scanned over the sample along a transverse direction.

The output voltage of each CCD pixel is proportional to the number of photon-generated electrons accumulated during an exposure time, $T$, of the CCD. The A-line acquisition time $T$ becomes equal to the A-line period if the CCD is operated with a 100% duty cycle. The photocurrent associated with the fringes arising from interference between the reference and sample light can be expressed as [8,24]

$$i(k) = \gamma \sqrt{S_r(k)S_s(k)} \Re \left\{ \int dxdydz \ r(x,y,z) g(x-x_b, y-y_b, z-z_b) \exp[-i2k(z-z_b)] \right\}. \quad (1)$$

Here, $S_r(k)$ and $S_s(k)$ denote the spectral power density of the reference arm and sample arm light, $\gamma$ is the photon-to-electron conversion efficiency, $\Re\{\}$ denotes the real part (neglected hereinafter for simplicity), $(x, y, z)$ denote the coordinate of a reference frame fixed to the sample, $r(x, y, z)$ represents the complex-valued backscattering coefficient of the sample which is characterized by both local variations of the refractive index and the round-trip attenuation of light in the sample, $g(x, y, z)$ denotes the intensity profile of the probe beam normalized to $\int g dxdy = 1$, $(x_b, y_b)$ denote the transverse coordinates of the probe beam in the sample, and $z_b$ denotes the longitudinal coordinate of the zero path length point of the interferometer. For a Gaussian beam with a large confocal parameter, the intensity profile is given by

$$g(x,y,z) = \frac{4\ln 2}{\pi w_0^2} \exp\left[-4\ln 2(x^2+y^2)/w_0^2\right]. \quad (2)$$

where $w_0$ denotes the full-width-half-maximum (FWHM) of the beam profile. In Eq. (1), the explicit dependence on the intensity profile, $g$, rather than an electric field profile of the probe beam can be understood by considering the mode field profile of the sample arm fiber, which is by definition given by Eq. (2) at the sample location. The amplitude of the backscattered light received by the sample arm fiber is determined by an overlap integral between the scattered field and the mode field, resulting in the dependence on the intensity beam profile in Eq. (1).

Integrating the photocurrent over a duration $T$ gives the number of electrons as

$$N(k) = \gamma \sqrt{S_r(k)S_s(k)} \int_{-T/2}^{T/2} dt \int dxdydz \ r(x,y,z) g(x-x_b, y-y_b, z-z_b) \exp[-i2k(z-z_b)] \quad (3)$$

A complex-valued A-line profile $F(Z)$ is obtained by a DFT of Eq. (3) with respect to $2k$:

$$F(Z) = \int_{-\infty}^{\infty} N(k) e^{2\pi iZk} \, d(2k), \quad (4)$$
where the approximation becomes an equality when the spectrometer measures the entire spectrum. Using \[ S(k)S(\hat{k}) = \hat{P}_0 \exp[-4\ln 2 (k - k_0)^2 / \Delta k^2] \] where \( k_0 \) is the center wavenumber of the light source and \( \Delta k \) is FWHM spectral width in wavenumber, we get

\[
F(Z) \propto \frac{\gamma P T}{w_0} \delta z_0 \int dxdydz \ r(x, y, z) e^{i2k_0(z-z_0)} e^{-4\ln 2 (x-x_0)^2 / w_0^2} e^{-4\ln 2 (y-y_0)^2 / w_0^2} e^{-4\ln 2 (z-z_0)^2 / \delta z_0^2},
\]

where \( \delta z_0 = 4\ln 2 / \Delta k \) denotes the axial resolution [25]. The amplitude of \( F(Z) \) is proportional to a coherent sum of all backscattered light generated from a coherence volume at \( Z = z \) with a size given by the probe beam area and coherence length of the light source.

![Fig. 2. Illustrations of (a) axial and (b) transverse motion of a sample (scatter layer) and probe beam.](image)

### 2.1.2 Axial motion

Figure 2(a) depicts a situation where the longitudinal distance from the probe to sample is changed in time by axial motion of the sample or the probe. The effect of sample motion is identical to the effect of probe motion at the opposite velocity. Therefore, we will assume a stationary probe and consider only sample motion without loss of generality. Considering a single layer of scatterers simplifies Eq. (3) by substituting \( r(x, y, z) = r(x, y, \delta(z - z(x, y))) \). As a result of the axial motion, \( z_b \) is no longer a constant but is given by \( z_b - v_z t \) where \( v_z \) denotes the axial velocity of the sample. The backscattering amplitude \( r(x, y, z) \) is invariant as we assume that the scattering layer is under rigid motion. For a sample consisting of multiple internal structures moving at different velocities between each other, the analysis described here can be extended simply by applying it to individual structures separately.

Replacing \( z_b \) to \( z_b - v_z t \) in Eq. (3) leads to

\[
N(k) = \gamma \sqrt{\hat{S}(k)S(\hat{k})} \int_{-T/2}^{T/2} dt \left[ \int dxdy \ r(x, y) g(x-x_b, y-y_b) \exp[-i2k(z(x, y) - z_b + v_z t)] \right].
\]

Performing the time integration, we get

\[
N(k) = \gamma T \sqrt{\hat{S}(k)S(\hat{k})} \left[ \int dxdy \ r(x, y) g(x-x_b, y-y_b) \exp[-i2k(z-z_b)] \right] \frac{\sin(k\Delta z)}{k\Delta z}
\]

\[
= N_0(k, \Delta z = 0) \frac{\sin(k\Delta z)}{k\Delta z},
\]
where \( N_0 \) denotes the number of signal electrons obtained at \( v_x = 0 \), and \( \Delta z = |v_x T| \) is the amount of axial displacement of the sample during the integration time \( T \). Equations 7 and 8 imply two motion-induced phenomena. First, in performing the Fourier transform of Eq. (8) via Eq. (4), the factor \( \sin(k \Delta z) / (k \Delta z) \) can be approximated by a constant \( \sin(k_0 \Delta z) / (k_0 \Delta z) \) in the case of \( | \Delta z | \ll |z - z_0| \). Therefore, Eq. (8) asserts that the axial motion gives rise to an SNR penalty by a factor of \( \sin^2(k_0 \Delta z) / (k_0 \Delta z)^2 \). The SNR penalty can be understood in terms of the fringe washout due to the continuous phase change of fringes during the integration time. Second, when \( k \Delta z \gg 1 \) broadening of the axial resolution arises because the Sinc function in Eq. (7) limits the effective spectral bandwidth. This effect may be described as a convolution of the original image with a rect function given by the Fourier transform of the sinc function.

2.1.3 Transverse motion

Figure 2(b) illustrates a situation where the probe and sample are moved relative to each other along a transverse coordinate, \( x \). Without loss of generality, we will assume a stationary probe again and consider a scattering layer (sample) moving at constant velocity \( v_x \). Replacing \( x_b \) to \( x_b - v_x t \) in Eq. (3) we get

\[
N_s(k) = \gamma \sqrt{S_r(k)S_s(k)} \int T/2 \int \int dx dy r(x,y) g(x - x_b + v_x T, y - y_b) \exp[-i2k(z - z_b)] ,
\]  

Performing the time integration leads to

\[
N_s(k) = \gamma T \sqrt{S_r(k)S_s(k)} \int dx dy r(x,y) G(x - x_b, y - y_b) \exp[-i2k(z - z_b)] ,
\]  

where

\[
G(x, y) = \frac{1}{T} \int_{-T/2}^{T/2} g(x + v_x T, y) dt .
\]

Equation (10) states that the effect of the transverse motion is merely a change of the beam profile from \( g \) to \( G \) defined in Eq. (11). \( G(x, y) \) is referred to as the effective beam profile and represents the amount of beam exposure at the location \((x, y)\). Physically, \( G(x, y) \) represents an enlarged area illuminated by the probe beam during the integration time. Examples of the effective beam profile are shown in Fig. 3(a) for the Gaussian probe beam defined in Eq. (2). \( G(x, y=0) \) is shown for four different values of the transverse displacement, \( \Delta x = |v_x T| \), normalized to the beam size, \( w_0 \). The area of the profile is conserved i.e. \( \oint G dx dy = \oint g dx dy \).

![Fig. 3. (a) Effective intensity profiles of the probe beam at four different normalized displacements. (b) Mean SNR drop for a random scattering sample as a function of the normalized transverse displacement.](image-url)
Equation (10) implies two effects of transverse motion. One is degradation in transverse resolution. This is quite obvious from Fig. 3(a). The degradation will lead to a blurring of an image along the direction of motion. The curves in Fig. 3(a) show that the FWHM is increased by a factor of 1.25 for \( \Delta x/w_0 = 1 \) and 4-fold for \( \Delta x/w_0 = 4 \). The second effect of transverse motion is a reduction in SNR. The SNR is expected to decrease because the signal from a particular scatterer is collected during only a fraction of the time of each A-line acquisition. For a random scattering sample where signals from different scatterers are mutually uncorrelated, the speckle-averaged signal power will be proportional to \( \int G^2 \, dx \, dy \). As the velocity increases, the width of the profile \( G \) increases and, therefore, the speckle-averaged signal power decreases. Figure 3(b) shows the calculated curve for the amount of SNR drop, which may be expressed as: SNR decrease (dB) \( \approx-5 \log(1+0.5\Delta x^2/w_0^2) \). The actual SNR decrease of a biological sample may depend on its scattering properties such as scatterer size and distribution. For a mirror-like sample the signal power is proportional to \((\int G \, dx \, dy)^2 = 1 \) which is invariant against transverse motion. It should be noted that transverse motion does not cause the fringe washout as in axial motion because the phase of the interference fringe from each scatterer is invariant during a single A-line acquisition whereas it is chirped in the case of axial motion.

2.2. Experiments

2.2.1 SD-OCT system

Figure 4 shows a schematic of the SD-OCT system used in the experiments. The light source was a semiconductor optical amplifier producing amplified spontaneous emission (ASE) centered at 1.31 \( \mu \)m with a FWHM bandwidth of 66 nm and a polarized output power of 8 mW. In the sample arm, a galvanometer-mounted mirror was used for transverse beam scanning. The numerical aperture of the probe was 0.054, which resulted in a confocal parameter of 1.1 mm and a FWHM spot size of \( w_0 = 18 \) \( \mu \)m. The spectrometer consisted of a diffraction grating, focusing lens, and InGaAs line scan camera (LSC) with a 512-pixel CCD array. The output of the camera was digitized using a 12-bit data acquisition board (DAQ). The acquired data were interpolated to correct for nonlinearity in \( k \)-space and processed via a DFT to produce images. The camera was operated at a readout rate of 18.94 kHz with an integration time of 24.4 \( \mu \)s (46% duty cycle). The sensitivity of the SD-OCT system was measured to be greater than 105 dB over a depth range of 2 mm. The free-space axial resolution was measured to be between 12 and 14 \( \mu \)m FWHM over the depth range of 2 mm. The operating conditions and performance of the system are described in detail in Ref. 11.

![Fig. 4. Schematic of the experimental SD-OCT system. ASE; amplified spontaneous emission, G: galvanometer, LSC; line scan camera, DAQ; data acquisition board.](image-url)
2.2.2 Axially moving mirror

To investigate the effect of axial motion, we measured A-line profiles from a mirror mounted on an oscillating loud speaker. A neutral-density filter was used to lower the total reflectivity from the mirror to −55 dB. For this experiment, the galvanometer in the probe was not driven and was fixed to its neutral position. The axial position of the mirror at zero voltage applied to the speaker coincided with the focal plane of imaging lens. Figure 5(a) shows the image of 500 consecutive A-lines obtained when the speaker was driven with a sinusoidal waveform with peak-to-peak vibration amplitude of 1.76 mm at a frequency of 40 Hz. The horizontal axis represents the time (total 26.4 ms) or A-line number (1 to 500). The vertical axis of the image consists of 256 pixels and extends over a depth of 2.08 mm. The image was plotted with a logarithmic inverse grayscale over a reflectivity range of 35 dB. The peak signal power of each A-line profile is plotted in Fig. 5(b) as a solid line (black). The dashed line (brown) denotes the theoretical curve of \(\sin^2(k_0\Delta z)/(k_0\Delta z)^2\) where \(\Delta z\) was calculated by assuming a perfect sinusoidal oscillation of the speaker with the measured amplitude of 1.76 mm and frequency of 40 Hz. The theoretical curve agrees well with the experimental results. Harmonic distortion in the speaker motion and a depth-dependent reflectivity of the mirror due to finite confocal parameter of the probe beam may account for the slight offset in the peak positions and dissimilar peak values compared to the experimental curve. Figures 5(c) and (d) show the results of a similar experiment conducted for a mirror displacement amplitude of 0.22 mm and frequency of 80 Hz.

2.2.3 Transverse beam scanning

The effect of transverse motion was investigated by scanning the probe beam over a sample. In this experiment, the speaker driven mirror was replaced with a 90-degree BK7 prism with its surfaces roughened by using a polishing film with a 15 µm grain size. The arrangement of the sample and the probe beam is depicted in Fig. 4. The galvanometer was driven with a saw-tooth waveform at a frequency of approximately 38 Hz in synchrony with the camera read out.
To obtain various scan speeds, the peak-to-peak amplitude of the galvanometer voltage was varied from 0 to 20 V. At amplitudes greater than 5 V, the scan distance was limited by the finite size of the lens and the maximum angular scan range of the galvanometer. However, the scan speed in the middle of the scan range, near its neutral position, was linearly proportional to the voltage swing with a coefficient of ~110 mm/V. During a single galvanometer scan period (26.4 ms), 500 A-lines were acquired at a rate of 18.94 kHz.

Figure 6 depicts images of the prism obtained at different galvanometer drive voltages. The image was plotted in a logarithmic inverse grayscale over a reflectivity range of 20 dB. The vertical axes contain 256 pixels and extend over a depth of 2.08 mm. The scale bars represent 1.0 mm. The shift of the probe beam between adjacent A-lines is proportional to the voltage amplitude with a coefficient of ~7.6 µm/V. Therefore, the images obtained at higher amplitudes consist of fewer A-lines. Because the camera had a 46% duty cycle, the normalized transverse displacement is \( \Delta x/w_0 = 0.19 \) [V\(^{-1}\)]. Images obtained at 10 and 20 V exhibit significant blurring particularly along the transverse direction and exhibit disconnected surface lines.

To compare the measurements of Fig. 6 with the theory described in Section 2.1.3, the signal power and FWHM of 10 A-lines at the slope of the prism near the center of the images were analyzed. Due to speckle [26], the 10 A-line profiles in each image had variations in signal peak power with a standard deviation of +/- 3 dB. Figure 7(a) shows the mean value of the 10 measured values (circles) as a function of the normalized displacement between adjacent A-lines. The measurements agree well with the theoretical expectation (red line, Fig. 7a). Figure 7(b) also shows the minimum FWHM measured from the 10 A-line reflectance profiles (circles). The result seems to indicate that there is apparently no degradation in axial resolution up to \( \Delta x/w_0 = 4 \). One may anticipate that the FWHM should increase with increasing \( \Delta x/w_0 \) simply because the probe beam moves over a slanted surface. However, because our sample had a relatively large scatterer size of approximately 15 µm, only a few to several scatterers might be illuminated during a single A-line acquisition at \( \Delta x/w_0 \) up to 4. Apparently in the A-line with the minimum FWHM, a single scatterer generated a dominant signal over the others. In this case, the FWHM would be expected to have a value similar to the intrinsic axial resolution of the SD-OCT system. The flat line (blue) at 13 µm represents the mean axial resolution of the system measured with a stationary mirror sample.
To investigate the effect of beam scanning for a biological sample, we imaged the ventral portion of a volunteer's finger near a skin fold. Figure 8 depicts the image (256 axial × 500 transverse pixels) acquired at an A-line acquisition rate of 18.94 kHz. The focal point of the imaging lens was positioned in the middle of the depth range. The vertical axis extends over a depth of 2.08 mm. The horizontal axis extends over a distance of 5.0 mm. The shift of the probe beam between adjacent A-lines was approximately 10 µm. With the 46% duty cycle, this corresponds to $\Delta x/w_0 = 0.25$. At this low value, the previous results in Fig. 7 predict that the SNR decrease and resolution broadening should be negligible. Indeed, no signature of such degradation is seen in Fig. 8. The skin fold region with steep structural lines appears as sharp as other areas, despite a depth change by several hundreds optical wavelengths during a single A-line acquisition time.

2.3 Discussion

We have demonstrated that the axial motion of a sample relative to the probe beam in SD-OCT results in SNR degradation due to fringe washout. Transverse sample motion or transverse beam scanning does not cause fringe washout, but results in degradation in transverse resolution and SNR.
Motion effects can arise from various sources in medical imaging in vivo. The main causes include patient motion, physiological phenomena such as cardiac motion, blood flow, pulsation, and catheter movement associated with beam scanning or uncontrolled movement of operator’s hand. Furthermore, environmental changes such as mechanical vibration, sound waves, and temperature drift can alter the path length difference in the interferometer, resulting in SNR degradation through fringe washout. The SNR penalty from fringe washout is given by \( \sin^2(\frac{k_0 \Delta z}{(k_0 \Delta z)^2}) \). An SNR margin of 10 dB limits \( \Delta z \) to be less than 0.37 \( \lambda_0 \). This is equal to 0.48 \( \mu m \) for \( \lambda_0 = 1.3 \mu m \) and corresponds to 19.7 mm/s in velocity for \( T = 24.4 \mu s \). This value may be large enough so that the effect of typical environmental changes or slow patient motion is negligible. However, fast physiological motions such as the cardiac motion in cardiovascular imaging may cause a significant SNR penalty. The maximum velocity of heart motion can be as high as 100 mm/s [27]. In the case when the sample motion causes unacceptable SNR degradation, an active method to compensate for the motion by changing the length in the interferometer arm may be required.

For many non-ophthalmic imaging applications in vivo [28,29], a rotating fiber-optic catheter has been used to obtain radius-circumferential images [30]. In this case, the dominant transverse motion results from the scanning of the probe beam across the lumen while the catheter rotates. To avoid excessive transverse blurring the maximum allowable transverse displacement may be set to \( \Delta t/\omega_0 = 1 \). For the SD-OCT system used in this study, the parameters \( \omega_0 = 18 \mu m \), \( T = 24.4 \mu s \), and 46 \% duty cycle require that the shift of the probe beam during the A-line period should be less than 39 \( \mu m \). This requirement puts a limit on the minimum number of A-lines that need to be acquired per image during one revolution of the catheter. A ranging depth of 4 mm requires a minimum of 644 A-lines per image.

3. Optical Frequency Domain Imaging (OFDI)

3.1 Theory

3.1.1 Principle of operation

Figure 9 shows a basic configuration for OFDI. The center wavelength of the tunable light source is swept continuously and repeatedly over a desired broad wavelength range. The output of the swept source is split into two paths, illuminating a stationary reference mirror and a sample. Light returning from the mirror and sample is recombined and the resulting interference is registered by a photodetector. The output of the photodetector can be digitized for analysis using an analog-to-digital converter. A discrete Fourier transform (DFT) of the sampled data obtained in each tuning period of the source is performed in a computer to produce axial reflectance profile of the sample (A-line). 2-D tomographic images are obtained by acquiring multiple A-lines consecutively as the probe beam is scanned over the sample along a transverse direction.

Let us first consider the case where the output wavenumber is tuned linearly in time i.e. \( k(t) = k_0 + k_1 t \), where \( k = 2\pi/\lambda \) is the wavenumber, \( \lambda \) is the optical wavelength, \( t \) is the time spanning from \(-T/2\) to \(T/2\), and \( T \) is the tuning period or equivalently A-line period. Further we assume a Gaussian tuning envelope given by

\[
P_{\text{out}}(t) = P_0 \exp[-4 \ln 2 \frac{T^2}{(\sigma T)^2}],
\]

(12)

where \( P_{\text{out}}(t) \) denotes the output power of the source and \( \sigma T \) the full width at half maximum (FWHM) of the tuning envelope. Equation (12) also describes the Gaussian spectral envelope of the source, where \( \sigma kT \) corresponds to the FWHM tuning range in wavenumber.
As in Section 2.1.1, let \( r(x, y, z) \) denote the backscattering amplitude of the sample at the point \((x, y, z)\) in a reference frame fixed to the sample characterized by refractive index variations and roundtrip attenuation by absorption and scattering. For a singly reflected sample, the photocurrent generated from the interference between the reference and sample light can be expressed as

\[
i(t) = \gamma \sqrt{P_r(t)P_s(t)} \text{Re} \left\{ \int dt \int dx \int dy \int dz \, r(x, y, z) g(x-x_b, y-y_b) e^{-i2k_1(t-z_0)} \right\}.
\] (13)

Here, \( P_r(t) \) denotes the optical power returned from the reference arm, \( P_s(t) \) the optical power returned from the sample arm when a sample with 100% reflection is used, \( \gamma \) is the photon-to-electron conversion efficiency. The real-part operator, Re{}, will be neglected hereinafter for simplicity, \((x_b, y_b, z_b)\) denotes the coordinates of the probe beam at zero path length difference of the interferometer, and \( g(x, y, z) \) is the normalized intensity profile of the probe beam [Eq. (2)].

A Fourier transform of Eq. (13) with respect to \( \kappa = 2k_1t \) yields a complex-valued depth profile (A-line):

\[
F(Z) = \int^{k_1T}_{-k_1T} i(\kappa) e^{i\kappa Z} d\kappa.
\] (14)

Assuming \( \sqrt{P_r(t)P_s(t)} = P_o \exp[-(4\ln 2)T^2/\sigma^2] \) and \( \sigma^2 < 1 \), we can approximate the range of the integral to \([-\infty, \infty]\), which results in

\[
F(Z) = \gamma P_o \int dx \int dy \int dz \, r(x, y, z) g(x-x_b, y-y_b) e^{-i2k_1(t-z_0)} \int_{-\infty}^\infty e^{-4\ln 2 \frac{\kappa^2}{(2k_1T)^2}} e^{i\kappa(Z-z_0)} d\kappa.
\] (15)

Thus,

\[
F(Z) \approx \frac{\gamma P_o}{w_0^2 \delta z_0} \int dx \int dy \int dz \, r(x, y, z) e^{-i2k_1(t-z_0)} e^{-4\ln 2 \frac{(x-x_b)^2}{w_0^2}} e^{-4\ln 2 \frac{(y-y_b)^2}{w_0^2}} e^{-4\ln 2 \frac{(Z-z_0-2k_1x)^2}{\delta z_0^2}} dxdydz,
\] (16)

where \( \delta z_0 = 4\ln 2/(k_1T\sigma) \) denotes the FWHM axial resolution neglecting the effect of truncation of a Gaussian spectrum. Equation (17) states that the amplitude of \( F(Z) \) is proportional to a coherent sum of all backscattered light from a coherence volume that has a size \( w_0 \times w_0 \times \delta z_0 \) and is located at a depth \( Z \) in the sample.

### 3.1.2 Axial motion

Figure 2(a) depicts a situation with an axially moving sample and probe. The interference signal is solely dependent on the relative motion between the scatterer and the probe beam; sample motion is identical to probe motion with the opposite velocity. Therefore, we will
assume a stationary probe and consider a sample moving at a uniform velocity without loss of generality.

The signal in the presence of axial motion can be obtained by substituting $z_b(t) = z - z_0 - v_z t$ into Eq. (13) where $z_0 = z - z_b(0)$ denotes the mean path length difference, and $v_z$ the axial velocity of the sample. The depth profile is obtained via the Fourier transform:

$$F(Z) = \gamma P_0 \int \int \int dx dy dz \ r(x, y, z) \ g(x-x_b, y-y_b) e^{-j2k_bZ} e^{-j(2k_b+\nu_i)(z-z_0)} \frac{v_z}{2k_b} \ dk$$

(17)

$$\propto \frac{\gamma P_0}{w_0 \sigma^2} \int \int \int dx dy dz \ r(x, y, z) e^{-j2k_b Z} e^{\frac{-4\ln 2}{w_0} \frac{r^2}{w_0} + \frac{-4\ln 2}{w_0} \frac{(y-y_b)^2}{w_0} + \frac{-4\ln 2}{w_0} \frac{(z-z_0)^2}{\Delta z^2} \frac{v_z}{2k_b} \Delta z}$$

(18)

where $\Delta z = v_z T$ denotes the axial displacement of the sample during a single A-line acquisition time. Equation (18) illustrates two effects of axial motion. First, the depth in the image is given by

$$Z = z_0 + z_D,$$

(19)

where

$$z_D \equiv \frac{k_0}{kT} \Delta z = \frac{\pi \sigma}{2 \ln 2} \frac{\Delta z}{\lambda}.$$

(20)

The axial shift, $z_D$, originates from the Doppler frequency shift generated by the moving sample. A moving sample would create a signal modulation even in the absence of tuning with the Doppler frequency given by $kv_z/\pi$. For wavelength-swept light, the Doppler frequency is added to the original modulation frequency of the OFDI signal, resulting in an erroneous depth offset. Typical values for $\sigma$ and $\Delta z/\lambda$ may be 0.5 – 0.8 and 4 – 12, respectively. Therefore, the Doppler error could be 5 to 22 times the actual displacement $\Delta z$.

The second effect is broadening in axial resolution, given by

$$\frac{\Delta z}{\Delta z_0} = \sqrt{1 + \frac{4\sigma^2}{\Delta z_0^2} \frac{\Delta z^2}{\Delta z_0^2}}.$$

(21)

The broadening arises due to signal chirping represented by the $k^2$ term in the phase in Eq. (17). Even a modest displacement equal to the unperturbed axial resolution, i.e. $\Delta z = \delta z_0$, could result in a 70% broadening for $\sigma = 0.71$.

3.1.3 Transverse motion

Figure 2(b) illustrates a situation where the probe and sample are moved relative to each other along a transverse coordinate, $x$. Without loss of generality, we will assume a stationary probe again and consider a scattering layer (sample) moving at constant velocity $v_x$. Substituting $x(t) = x_0 - v_x t$ in Eq. (13), we get

$$i(t) = \gamma P(t) P_0(t) \int \int \int dx dy dz \ r(x, y, z) g(x-x_0, y-y_b) e^{-j2k_bZ} e^{-j2k_{b,b}t} \ ,$$

(22)

where $\Delta x = v_x T$ denotes the transverse displacement of the sample during the acquisition of a single A-line. Performing a Fourier transform, we get
For a scattering sample, the integral over \( \kappa \) can find an approximate solution which yields

\[
F(Z) = \gamma P_0 \frac{w_0}{\delta z_0} \iint \int d\kappa \int d\kappa \int d\kappa e^{\frac{-4\ln(2)(\kappa^2 + \kappa^2)}{w_0^2}} e^{\frac{-4\ln(2)(\kappa^2 + \kappa^2)}{w_0^2}} e^{-4\ln(2)(\kappa^2 + \kappa^2)} e^{-4\ln(2)(\kappa^2 + \kappa^2)} e^{i\kappa(x-z_0)} dx dy dz.
\]

(23)

The equation describes a broadening of the axial and transverse resolution due to transverse motion. Figure 10(a) shows a plot of the broadening factor as a function of normalized displacement \( \Delta x/w_0 \) for \( \sigma = 0.71 \). The broadening in transverse resolution is obvious because the effective size of the probe beam is increased by the transverse motion. The broadening in axial resolution occurs because the spectral width that each scattering point on the sample experiences during a single A-line acquisition is reduced as a result of the transverse motion. For a mirror-like sample, represented by \( r(x, y, z) = r_0 \delta(z) \), Eq. (23) can be readily solved by performing the space integration first to show that both transverse and axial resolution are invariant as anticipated since the beam scanning over a mirror does not alter the signal. Equations (24) and (25) are valid for a random scattering sample.

Equation (24) also describes the effect of the transverse motion in signal-to-noise ratio (SNR). The SNR is influenced by the transverse motion because a larger number of scatterers are illuminated with motion, but the signal from each scatterer is collected by only a fraction of the duration of each A-line acquisition. Here we define the SNR as a ratio \( |F_s(z)|^2 / |F_n(z)|^2 \) where \( F_s(z) \) and \( F_n(z) \) denote the signal and noise components, respectively, obtained from a DFT of signal and noise photocurrents via Eq. (14). The change in SNR by motion depends on the specific type of a sample. For a mirror-like sample, SNR is invariant since the transverse motion does not alter the signal and noise, as can be derived from Eq. (23). For a single point scatterer sample expressed as \( r(x, y, z) = r_0 \delta(x) \delta(y) \delta(z) \), it can be shown from Eq. (24) that the SNR decrease is given by \( (1 + \sigma^2 \Delta x^2 / w_0^2)^{-1} \). For a bulk random scattering medium which leads to a fully-developed speckle [26], the speckle-averaged signal power is given as an incoherent sum of signal powers from individual scatters. Assuming a homogenous scattering coefficient, it can be shown from Eq. (24) that the mean signal power is proportional to \( 1/(w_0^2 \delta z) \iint \int \int dx dy dz \) which is invariant against the transverse motion. On the other hand, for a 2-dimensional scattering layer oriented in the \( x\)-\( y \) or \( y\)-\( z \) plane, the SNR is given by \( (1 + \sigma^2 \Delta x^2 / w_0^2)^{-0.5} \). The scattering property of actual biological sample may vary between a point scatterer and bulk homogenous random scattering medium. Therefore, we may expect that the SNR decrease for a biological sample may be given by

\[
\text{SNR decrease} = \left(1 + \sigma^2 \frac{\Delta x^2}{w_0^2}\right)^{-\alpha}.
\]

(26)
where $\alpha$ ranges from 0 to 1 depending on the sample. Figure 10(b) depicts the SNR decrease for three different $\alpha$ values.

As defined in Eq. (12), $\sigma T$ is equal to the FWHM width of optical intensity profile and, therefore, can be interpreted as an effective integration time of the signal. This accounts for the appearance of $\sigma T$ in Eqs. (20), (21), (25) and (26) since $\Delta z$ and $\Delta \tau$ were defined as total displacements integrated over the entire A-line acquisition time of $T$ rather than $\sigma T$.

### 3.1.4 Nonlinear tuning slope

In general, the tuning of a swept source is not always linear in $k$-space. In this case, the wavenumber can be expressed as a Taylor series of time i.e. 

$$k(t) = \sum m k_m t^m$$

where $m = 0, 1, 2...$. It is well known that nonlinear sampling in $k$-space gives rise to a poor spatial resolution [23]. To avoid this problem, the detector output may be sampled with non-uniform time intervals so as to produce uniform sampling in $k$-space. Alternatively, the detector output may be sampled with a uniform time interval, and subsequently the acquired data is re-sampled by interpolation to a uniform spacing in $k$-space. This method is commonly implemented in practice. Mathematically, both methods are equivalent to a coordinate transform from $t$ to a normalized time variable $\tau$, defined as:

$$\tau = T \tau - (k_0 / k_1) T^2 \tau^2 + [2(k_0 / k_1)^2 -(k_0 / k_1)] T^3 \tau^3 + \cdots$$

where $\tau$ spans from $-0.5$ to $0.5$ for a single A-line acquisition. The wavenumber function then becomes linear in $\tau$, i.e. $k(\tau) = k_0 + k_1 T \tau$. The depth profile is readily obtained with transform limited spatial resolution by a Fourier transform with respect to $\kappa = k_1 T \tau$.

Let us consider an axially moving sample described as $z(t) = z - \sum z_m t^m$ where $z_0 = z - z_b(0)$ denotes the mean path length difference, $z_1 = v_z$ the velocity, and $z_2$ the acceleration. Using Eq. (27), we get

$$i(\xi) = \int P(\tau) P(\tau) d\tau$$

$$\int dx dy dz r(x, y, z) g(x - x_b, y - y_b) \exp\left[-i \sum \omega_m t^m\right],$$

where

$$\omega_0 = 2 k_0 z_0, \quad \omega_1 = 2(k_1 z_0 + k_0 z_1) T, \quad \omega_2 = 2(k_2 z_1 - (k_0 k_2 / k_1) z_0 + k_0 z_2) T^2.$$
therefore results in broadening of the axial resolution. The coefficient of the cubic term, $\omega_3$ plays a similar role to third-order chromatic dispersion, leading to asymmetry of the point spread function [31].

It can be shown that the axial resolution is given by

$$\frac{\delta z}{\delta z_0} = \sqrt{1 + \frac{\sigma^2 \omega_3^2}{(4 \ln 2)^2}}.$$  \hspace{1cm} (30)

This leads to Eq. (21) for the special case of linear-$k$ tuning and linear motion. For linear-$\lambda$ tuning (linearly varying output wavelength in time), the axial resolution is found to be independent of $z_1$; a pure linear motion does not affect the axial resolution in this special case.

### 3.2 Experiments

#### 3.2.1 OFDI system

Figure 11 depicts a schematic of our OFDI system. The light source was a wavelength-swept laser comprised of a semiconductor optical amplifier and polygon-scanner-based wavelength filter in a fiber-optic cavity [32]. The tuning range of the laser was 74 nm centered at a wavelength of 1.32 $\mu$m with $\sigma = -0.71$. The tuning repetition rate could be varied by controlling the polygon rotation speed from <1 kHz up to 15.7 kHz. The tuning coefficients of the laser were measured using an unbalanced Michelson interferometer. The measured values were: $k_0 = 4.76 \times 10^6$ m$^{-1}$, $k_1T/k_0 = -0.051$, $k_2T/k_1 = -0.128$, and $k_3T^2/k_1 = -0.075$.

The probe consisted of a fiber-optic collimator, galvanometer-mounted mirror, and imaging lens. The galvanometer was driven with a saw-tooth waveform to provide a linear transverse beam scan over the sample. The numerical aperture of the probe was 0.054, which resulted in a confocal parameter of 1.1 mm and a FWHM spot size of $w_0 = 18 \mu$m. The light returned from the reference mirror and the sample was combined at a 50/50 coupler. The interference signal was measured with a dual balanced InGaAs photodetector followed by a differential transimpedance amplifier and a low pass electronic filter with a cutoff at 5 MHz. A total of 600 samples were acquired during each wavelength sweep with 94% duty cycle using a 12-bit data acquisition board. Therefore, the A-line acquisition time, $T$, was nearly equal to the tuning period. The acquired data was interpolated to correct for nonlinearity in $k$-space before DFT processing to create an image. At the maximum tuning repetition rate of 15.7 kHz, the sensitivity of the OFDI system was measured to be approximately 110 dB over the entire depth range of 3.8 mm. Details of the system is described in Ref. 16.
3.2.2 Moving mirror

To investigate the effect of axial motion, we performed an experiment using a moving mirror as in Section 2.2.2. The mirror was mounted on an oscillating loud speaker were acquired. A neutral-density filter was used to lower the total reflectivity from the mirror to −55 dB. For this experiment, the probe beam was not scanned in the transverse direction but held fixed at the center of the imaging lens. The axial position of the sample mirror at zero applied voltage to the speaker coincided with the focal plane of imaging lens. Images were taken when the speaker was driven with a sinusoidal voltage waveform producing a peak-to-peak vibration amplitude of 0.78 mm at a frequency of 30 Hz.

![Fig. 12. OFDI images of a moving mirror (amplitude: 0.78 mm, frequency: 30 Hz) acquired at A-line rates of 16, 8, 4, 2, and 1 kHz, respectively. The vertical axis represents the depth over 3.8 mm. The horizontal axis represents the time over 520 A-line acquisition periods. The vibration amplitude in the images is artifactually increased with increasing amount as the A-line acquisition rate decreases by Doppler shift.](image)

![Fig. 13. Normalized amplitude of mirror motion measured from the images of Fig. 12 (circles) and predicted theoretically (line).](image)

Figure 12 shows five images of the moving mirror obtained at five different A-line acquisition rates: 1, 2, 4, 8, and 16 kHz. For these measurements, the sampling rate of the data acquisition board was adjusted accordingly to maintain the duty cycle of data acquisition between 92 and 96%. The images are plotted in a logarithmic inverse grayscale over a reflectivity range of 20 dB. Each image consists of 520 A-lines obtained consecutively. The vertical axis of each image consists of 300 pixels and extends over a depth of 3.8 mm. The horizontal axis consists of 520 pixels and represents time or the A-line number from 1 to 520. The number of oscillation cycles in the images increases from 1 to 16 as the A-line rate is decreased. As the A-line rate is decreased, it is notable that the amplitude of the oscillation in the image is artifactually increased; the actual vibration amplitude of the mirror was kept constant. The oscillation amplitudes measured from the images are plotted in Fig. 13 (circles) after normalizing them to the value measured at an A-line rate of 16 kHz. For a sinusoidal...
motion with a frequency $f_m$, Eq. (20) predicts that the amplitude in the image, normalized to the actual oscillation amplitude, is given by \( 1 + \frac{(2\pi f_m k_0/k_i)^2}{1} \). where $f_m = 30$ Hz in the experiment. The theoretical curve is shown in Fig. 13 as a solid line, and agrees well with the experimental values.

To further analyze the data, 16 A-line profiles were taken from the image acquired at an A-line rate of 2 kHz. Figure 14(a) shows the 16 representative A-line profiles, labeled 1 to 16, extracted with a uniform time interval during a single period of sample mirror oscillation. Individual A-line profiles were offset vertically for easier comparison. As a reference, the A-line profile obtained with zero voltage applied to the speaker is shown (label 0). Compared to the reference A-line, the curves 1 to 16 exhibit three distinctive differences: decreased peak value, axial broadening, and asymmetric shape. The degrees of broadening and asymmetric tilt are seen to be dependent upon the location of the mirror. Based on the theoretical formalism described in Section 3.1, we performed a numerical simulation for comparison with these measurements. The measured tuning parameters of the laser source were used up to the cubic coefficient $k_3$. The results of the simulation are presented in Fig. 14(b). The profile labeled 0 is a reference profile calculated assuming a stationary mirror. Curves labeled 1 to 16 depict A-line profiles predicted for an oscillating sample mirror with a vibration amplitude of 0.78 mm. The A-line profiles obtained by the simulation show similar features to those in Fig. 14(a), reproducing the oscillation with similar peak-to-peak amplitude and degree of asymmetric broadening. Curve 17 depicts the position of the moving mirror assumed in the simulation (open circles and solid line, green). It is clearly seen that the oscillation amplitude in the image was exaggerated by a factor of approximately 2 due to the Doppler shift. Additionally, there is a phase shift between curve 17 and the peaks of the A-lines. This shift arises from the velocity dependence of the Doppler shift.

![Fig. 14. (a) Measured A-line profiles (curves 1 to 16, black) obtained at an A-line rate of 2 kHz during a single cycle of sample mirror oscillation. The A-line profile obtained with a stationary mirror at its neutral position is also shown as a reference (curve 0, blue). (b) Simulation results. Curve labeled 17 (green) depicts the trace of actual mirror motion used in the simulation.](image-url)

Figure 15(a) shows the axial resolution measured from A-lines 1 through 16 in Fig. 14(a) (2 kHz A-line acquisition rate) normalized to the reference axial resolution obtained from curve 0 (circles, black). The resolution obtained from the simulated A-line profiles is also shown (red line). Up to a 6-fold degradation of the axial resolution was observed both in the experimental and simulation results. Harmonic distortion in the speaker motion may account
for the discrepancy between the two results. Figure 15(b), plotted on a different vertical scale, shows a similar plot of the measured and calculated axial resolution for an A-line acquisition rate of 16 kHz. The 16 A-lines were again extracted with uniform time interval during a single oscillation of the sample mirror. The maximum broadening in this case was less than a factor of 1.3, highlighting the importance of rapid acquisition for minimizing resolution degradation.

3.2.3 Transverse scanning

The effect of transverse motion was also investigated by using a similar experimental method as described in Section 2.2.3. A 90-degree, BK7 prism was mounted so that the probe beam could be scanned across the apex between the orthogonal faces (depicted in Fig. 11). To increase diffuse scattering of the probe beam from the prism, its surfaces were roughened using a polishing film with a 15 µm grain size. In this experiment, the galvanometer was driven with a saw-tooth waveform at a frequency of approximately 30 Hz in synchrony with the A-line acquisition. A total of 520 A-lines were acquired at a rate of 15.7 kHz during each scan of the galvanometer (33 ms). To obtain various scan speeds of the probe, we changed the peak-to-peak amplitude of the applied voltage from 0 to 20 V. At amplitudes greater than 5 V, the transverse scan distance was limited by the maximum angular range of the galvanometer and the finite size of the lens. However, the scan velocity in the middle of the scan range, near the neutral position of the galvanometer, was approximately linearly proportional to the voltage swing with a coefficient of ~114 mm/s/V.

Figure 16 shows typical images of the prism obtained at different transverse scanning velocities (denoted by the galvanometer drive voltage amplitude). The images were plotted using a logarithmic inverse grayscale over a dynamic range of 30 dB in reflectivity. The scale bars represent 1.0 mm. The transverse displacement of the probe beam between adjacent A-lines is proportional to the voltage with a coefficient of ~7.6 µm/V. Therefore, the images obtained at higher driving voltages consist of fewer numbers of A-lines. The image obtained at 20 V exhibits significant blurring in both the axial and transverse directions. The 90-degree apex angle in the images confirms that the transverse motion does not cause the Doppler frequency shift as observed with axial motion. We note that the depth change in the image as a result of transverse beam scanning over a slanted structure should not be confused by the axial motion of the sample described earlier. An important distinction is that for transverse scanning the phase of the interference signal from each scatter is invariant during A-line acquisition whereas it is chirped when either the sample or the probe is in an axial motion.
To compare the measurements of Fig. 16 with the theory of section 3.1.3, the signal power and FWHM of 10 A-lines at the slope of the prism near the center of the images were analyzed. Due to speckle, the 10 A-line profiles in each image had variations in signal peak power with a standard deviation of +/- 3 dB. Figure 17(a) depicts the mean of the 10 measured values (squares) for each image, as a function of the normalized displacement between adjacent A-lines. The experimental results were fit reasonably well with a theoretical curve based on Eq. (26) with $\alpha = -0.4$. (red line, Fig. 17a).

Equation 25 predicts the broadening of intrinsic axial resolution due to transverse motion. Unlike a mirror, the FWHM of an A-line profile of a scattering sample is affected by the speckle. In the presence of transverse sample motion or beam scanning, the FWHM can be broadened significantly simply because the depth of the scattering points being illuminated is changed during an A-line acquisition time. The magnitude of this broadening effect should be sensitive to the scatterer distribution and size in the sample. The measured FWHM values from the image in Fig. 16 showed large variations due to speckle. Figure 17(b) shows the minimum values of FWHM (circles) taken from each set of 10 A-lines, normalized to the

![Image](image_url)
FWHM measured with the transverse scanning galvanometer held fixed (0 V). The theoretical curve based on Eq. 25 (blue line, Fig. 17b) agrees reasonably well with the experimental values. However, the theory overestimates the FWHM values, which we attribute to relatively large scatterer sizes instead of the point scatters assumed in the theory. For a given motion velocity, higher A-line acquisition rates are desired to avoid degradation of image quality.

To test OFDI for a biological sample, we imaged the ventral portion of a volunteer’s finger near a skin fold. Figure 18 depicts the image (300 axial x 300 transverse pixels) acquired at an A-line acquisition rate of 15.7 kHz. The focal point of the imaging lens was positioned in the middle of the depth range. The vertical axis extends over a depth of 3.8 mm. The horizontal axis extends over a distance of 5.8 mm. The transverse displacement during single A-line acquisition time was approximately 18 µm for duty cycle of 94% of the system. This corresponds to \( \Delta x/w_0 = 1 \). At this low value, as expected from previous results in Fig. 17, negligible degradation in spatial resolution and SNR was observed in the tissue image. The skin fold region is seen as sharp as other areas despite the fact that the depth change between adjacent A-lines corresponds to several hundreds of optical wavelength.

3.3 Discussion

We have shown that axial motion can give rise to several artifacts in OFDI images: Doppler-induced depth error, reduction in spatial resolution, and SNR degradation. Transverse sample motion or beam scanning can also cause degradation in spatial resolution and, to some extent, SNR.

The Doppler shift is proportional to axial motion velocity. If the sample is under rigid motion, the Doppler shift would be uniform throughout the whole image. This causes merely a shift of the whole image and does not necessarily degrade the image quality. However, if the axial velocity is a function of location in the sample, the Doppler shift leads to spatial image distortion. If the Doppler-induced depth error can be tolerated up to \( M \) times the axial resolution, the maximum allowable axial displacement would be given, using Eq. (20), by

\[
\Delta z_{\text{max}} = \frac{0.44}{\sigma} \cdot M \cdot \lambda .
\]

For \( M = 10 , \sigma = 0.71 , \lambda = 1.3 \, \mu m \), we get \( \Delta z_{\text{max}} = 8 \, \mu m \). This corresponds to a velocity of 130 mm/s for \( T = 62.5 \, \mu s \) (A-line rate of 16 kHz) or 16.3 mm/s for \( T = 500 \, \mu s \) (A-line rate of 2 kHz).

The degradation in spatial resolution causes blurring of images. Equation (21) predicts the degradation of axial resolution in the case of linear tuning in k-space. If the resolution broadening can be tolerated up to a factor of \( M' \), we obtain

\[
\Delta z_{\text{max}} = \frac{\delta z_0 (M'^2 - 1)^{1/2}}{2\sigma} .
\]
For $M' = 2$, $\sigma = 0.71$, and $\delta z_0 = 10 \mu m$, we obtain $\Delta z_{\text{max}} = 12.2 \mu m$, which corresponds to a velocity of 195 mm/s for $T = 62.5 \mu s$ or 24.4 mm/s for $T = 500 \mu s$. Motions that might occur in medical imaging in vivo may have a velocity range less than 100 mm/s. Therefore, we expect that the Doppler distortion and image blurring may be negligible for high A-line acquisition rate beyond 10 kHz. However, for a slow acquisition rate, the motion effects may need to be taken into account.

Equation (25) describes the broadening of spatial resolution by transverse motion. If the broadening can be tolerated up to a factor $M^*$, the maximum allowable transverse displacement is given by $\Delta x_{\text{max}} = w_0 (M^* - 1) / \sigma$. For $M^* = 1.41$, $\sigma = 0.71$, $w_0 = 18 \mu m$, we obtain $\Delta x_{\text{max}} = 25 \mu m$. This corresponds to 400 mm/s in velocity for $T = 62.5 \mu s$. For an application using a rotating fiber-optic catheter [30], the radius-circumferential image will be blurred more at large radius along both radial and circumferential directions. A maximum allowable amount of blurring puts a limit on the minimum number of A-lines to be acquired per image (one revolution of the catheter) as $A_{\text{min}} = 2\pi R / \Delta x_{\text{max}}$, where $R$ is the ranging depth (radius). For example, for $R = 4 \text{ mm}$ and $\Delta x_{\text{max}} < 25 \mu m$, a minimum 1000 A-lines needs to be acquired per one revolution of the catheter.

4. Summary

In conventional OCT using time domain ranging, the motion at a given time will affect only the particular image pixel that is being acquired. Since the acquisition time of each pixel is typically only a few microseconds in most medical imaging, the degradation of SNR and spatial resolution of each pixel may be negligible. Instead, the motion may result in image distortion owing to non-uniform space sampling. In OCT using frequency domain ranging, however, the effect of motion tends to be more serious and complicated because the signal is integrated over time as in SD-OCT and the image is obtained by the Fourier transform integration. We have described the theory and experimental verifications of various motion artifacts in two interferometric methods: SD-OCT and OFDI.

An important parameter governing the magnitude of motion artifacts is the normalized displacement, defined as the total axial or transverse displacement during a single A-line signal acquisition time. For a given sample motion, as the A-line rate is increased, the axial and transverse displacements are decreased and so are the motion artifacts. We have discussed the implications of the motion artifacts in clinical applications and emphasized the benefit of fast A-line acquisition time. On the other hand, the motion artifacts arising from the transverse scanning of the probe beam is not necessarily mitigated by a faster A-line rate if the beam scanning speed is to be increased commensurate with the increased A-line rate. A faster A-line rate, however, may allow a larger number of A-lines to be acquired per frame to reduce the beam displacement between adjacent A-lines.

The analysis and results presented here may be useful for the design of biomedical imaging systems as well as for the development of methods to avoid or mitigate the motion artifacts.
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